
SCALING LAPLACIAN PYRAMIDS

YOUNGMI HUR† AND KASSO A. OKOUDJOU‡

Abstract. Laplacian pyramid based Laurent polynomial (LP2) matrices are generated by Lau-
rent polynomial column vectors and have long been studied in connection with Laplacian pyramidal
algorithms in Signal Processing. In this paper, we investigate when such matrices are scalable, that is
when right multiplication by Laurent polynomial diagonal matrices results in paraunitary matrices.
The notion of scalability has recently been introduced in the context of finite frame theory and can
be considered as a preconditioning method for frames. This paper significantly extends the current
research on scalable frames to the setting of polyphase representations of filter banks. Furthermore,
as applications of our main results we propose new construction methods for tight wavelet filter
banks and tight wavelet frames.

1. Introduction. Let Tn be the set of all z := [z1, . . . , zn]T ∈ Cn with |zi| = 1,
for all i = 1, . . . , n. Here and below, T is used to represent the matrix transpose.
Mq,p(z) will denote the set of all q×p matrices whose entries are Laurent polynomials
in z ∈ Tn with real coefficients, and Mq(z) := Mq,1(z) will denote the set of all
column vectors of length q. In the sequel, unless specified otherwise, we assume that
all the relations (such as identities, inequalities) among Laurent polynomial matrices
in Mq,p(z) hold true for all z ∈ Tn.

We are mainly interested in a family of Laurent polynomial matrices arising
from the study of Laplacian pyramidal algorithms [2] using the polyphase represen-
tation [25]. Given an integer q ≥ 2, consider a nonzero column vector with Laurent
polynomial entries H0(z), H1(z), . . . ,Hq−1(z), denoted by

H(z) := [H0(z), H1(z), . . . ,Hq−1(z)]T ∈Mq(z).

Note that Hj(z), for j = 0, . . . , q − 1, is used to denote the (j + 1)-th entry of the
column vector H(z). We define

ΦH(z) :=
[
H(z) I− H(z)H∗(z)

]
∈Mq×(q+1)(z),

where I is the identity matrix and H∗(z) is the conjugate transpose of H(z), which is
given as

H∗(z) := H(z)
T

= [H0(z), H1(z), . . . ,Hq−1(z)] = [H0(z−1), H1(z−1), . . . ,Hq−1(z−1)].

Here, z−1 := [z−1
1 , . . . , z−1

n ]T ∈ Tn, for z = [z1, . . . , zn]T ∈ Tn. It is readily seen that

ΦH(z)

[
H∗(z)
I

]
= I, ∀z ∈ Tn.(1.1)

Consequently, rank ΦH(z) = q for all z ∈ Tn. From now on we shall refer to the matrix
ΦH(z) as the LP2 matrix (of order q) associated with H(z). The LP2 matrices have
been studied in connection with various wavelet constructions [12,17–19].
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The LP2 matrix ΦH(z) is said to be ¶paraunitary, if

ΦH(z)Φ
∗
H(z) = I.(1.2)

The class of paraunitary LP2 matrices is fundamentally related to the theory of tight
filter banks, [12, 19]. Indeed, recall that from any pair of matrices A(z) ∈ Mq×p(z),
B(z) ∈Mp×q(z) such that A(z)B(z) = I, a filter bank satisfying the perfect reconstruc-
tion property can be constructed (see, e.g., [25]). Moreover, when A(z) is paraunitary,
i.e. A(z)A∗(z) = I, the pair (A(z), A∗(z)) gives rise to a tight filter bank. The inter-
est in choosing A(z) specifically as an LP2 matrix ΦH(z) stems from the fact that
all the filters in ΦH(z) are generated from a single filter associated with the vector
H(z) [17,18].

Furthermore, it is easy to see that the design of tight filter bank from a paraunitary
LP2 matrix ΦH(z) is equivalent to the existence of a column matrix H(z) such that

H∗(z)H(z) = 1, or equivalently,
∑q−1
k=0 |Hk(z)|2 = 1 for all z ∈ Tn. In particular, unless

the norm of the column vector H(z) is identically constant, the associated LP2 matrix
cannot be paraunitary. This is the case, for example, if we choose H(z) = [1, (1 +
z−1)/2]T /

√
2 (cf. Example 1 in Section 3.3 with k = 1). It is then natural to ask

whether a column vector H(z) such that H∗(z)H(z) 6= 1 can be modified into a new
column vector H̃(z) for which H̃∗(z)H̃(z) = 1 leading to a paraunitary LP2 matrix
ΦH̃(z). This is a special case of a more general question that asks whether one can
find matrices M(z) whose entries are Laurent polynomials such that ΦH(z)M(z) is
paraunitary, i.e.

[ΦH(z)M(z)][M∗(z)Φ∗H(z)] = I.

In the scalar case and from a numerical linear algebra point of view these types of
questions have been extensively studied in the framework of matrix preconditioning
[1,7]. In the context of finite frames [4] a special case of this question was considered
under the term of scalable frames which were introduced in [22]. In this setting one
seeks nonnegative (scalar-valued) matrices D that would make a frame with synthesis
(real) matrix Φ, a tight frame, i.e., one which satisfies

ΦD2ΦT = I.

More investigations on scalable frames appeared in [3, 8, 21].
The goal of this paper is twofold:

• On the one hand (see Section 2) we extend the concept of scalability to matrices
with Laurent polynomials. We say that the matrix ΦH(z) is scalable if there exists a
Laurent polynomial diagonal matrix M(z) such that ΦH(z)M(z) is paraunitary. To
this end we first investigate the more general question of the existence of a Laurent
polynomial diagonal matrix B(z) such that ΦH(z)B(z)Φ∗H(z) = I, and determine when
such diagonal matrix B(z) can be written as B(z) = M(z)M∗(z) for some Laurent
polynomial diagonal matrix M(z). We then describe when such a diagonal matrix
M(z) can be written as M(z) = diag([m(z), 1, . . . , 1]) where m(z) is a Laurent poly-
nomial. In the univariate case (n = 1) we completely settle the problem by relying
on the Fejér-Riesz factorization Lemma [14,24].
• On the other hand we use these scalability results to develop a new methodology

¶The notion of paraunitary is typically considered for square matrices, and we extend the notion
in this paper to more general rectangular matrices.
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for constructing tight wavelet filter banks and tight wavelet frames in Section 3. We
recall that a filter bank is typically referred to as a wavelet filter bank if each of its
analysis and synthesis banks has exactly one lowpass filter and the rest are all high-
pass filters. We will review the fundamentals of filter banks in general, and wavelet
filter banks in particular, in Section 3. One of our main results in this section concerns
the transformation of univariate non-tight, wavelet frames into tight wavelet ones in
such a way that the resulting refinable functions preserve most of the properties of the
original refinable functions. In a forthcoming work we hope to use multi-dimensional
versions of the Fejér-Riesz factorization Lemma ( [15,16]) to extend our construction
to the multi-dimensional cases.

2. Scaling LP2 matrices. In this section, we present our main results about
LP2 matrices, the first of which says that, for any LP2 matrix ΦH(z) ∈ Mq×(q+1)(z),
there exists a diagonal matrix B(z) ∈Mq+1,q+1(z) such that

ΦH(z)B(z)Φ∗H(z) = I.(2.1)

In fact, we give an explicit formula for the matrix B(z). But, before we state the
result, we need the following set up, and we refer to [21] for details. Given an integer
q ≥ 2, let d := (q − 1)(q + 2)/2 and define a function F : Cq → Cd by

F (x) :=


F0(x)
F1(x)

...
Fq−1(x)

 ∈ Cd, for x =


x0

x1

...
xq−1

 ∈ Cq,

where F0(x) ∈ Cq−1 and Fk(x) ∈ Cq−k, for k = 1, . . . , q − 1, are defined as

F0(x) =


|x0|2 − |x1|2
|x0|2 − |x2|2

...
|x0|2 − |xq−1|2

 , Fk(x) =


xk−1xk
xk−1xk+1

...
xk−1xq−1

 .
Let H(z) = [H0(z), H1(z), . . . ,Hq−1(z)]T . Following [21], we see that a diagonal

Laurent polynomial matrix B(z) with diagonals b0(z), b1(z), . . . , bq(z) solves

ΦH(z)diag([b0(z), b1(z), . . . , bq(z)])Φ
∗
H(z) = I(2.2)

(or equivalently, (2.1)) if and only if they satisfy

|H0(z)|2b0(z) + (1− |H0(z)|2)2b1(z)(2.3)

+ |H0(z)|2|H1(z)|2b2(z) + . . .+ |H0(z)|2|Hq−1(z)|2bq(z) = 1

and

F (ΦH(z))


b0(z)
b1(z)

...
bq(z)

 = 0(2.4)
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where F (ΦH(z)) ∈ Md,q+1(z) is obtained by applying the function F to the column
vectors of ΦH(z).

We can now state the main result of this section.
Theorem 2.1. Let ΦH(z) be an LP2 matrix associated with H(z) ∈Mq(z). Then

we have

ΦH(z)diag([2− H∗(z)H(z), 1, . . . , 1])Φ∗H(z) = I.

In order to prove Theorem 2.1, we make some simple but key observations that
allow us to find each entry of the matrix F (ΦH(z)) from the definitions of the function
F and the LP2 matrix ΦH(z).

Lemma 2.2. For i = 1, . . . , q − 1 and j = 1, . . . , q + 1, the (i, j) entry of
F0(ΦH(z)) ∈Mq−1,q+1(z) is

|H0(z)|2 − |Hi(z)|2, if j = 1,
(1− |H0(z)|2)2 − |Hi(z)|2|H0(z)|2, if j = 2,
|H0(z)|2|Hi(z)|2 − (1− |Hi(z)|2)2, if j = i+ 2,
(|H0(z)|2 − |Hi(z)|2)|Hj−2(z)|2, if j ≥ 3 and j 6= i+ 2.

Proof. The LP2 matrix ΦH(z) ∈Mq×(q+1)(z) can be written explicitly as
H0(z) 1− |H0(z)|2 −H0(z)H1(z) · · · −H0(z)Hq−1(z)

H1(z) −H1(z)H0(z) 1− |H1(z)|2 · · · −H1(z)Hq−1(z)
...

. . .

Hq−1(z) −Hq−1(z)H0(z) −Hq−1(z)H1(z) · · · 1− |Hq−1(z)|2

 .
By definition, the first column of F0(ΦH(z)) is

F0




H0(z)
H1(z)

...
Hq−1(z)


 =


|H0(z)|2 − |H1(z)|2
|H0(z)|2 − |H2(z)|2

...
|H0(z)|2 − |Hq−1(z)|2

 ,
and its second column is

F0




1− |H0(z)|2
−H1(z)H0(z)

...

−Hq−1(z)H0(z)


 =


(1− |H0(z)|2)2 − |H1(z)|2|H0(z)|2
(1− |H0(z)|2)2 − |H2(z)|2|H0(z)|2

...
(1− |H0(z)|2)2 − |Hq−1(z)|2|H0(z)|2

 .
Thus, for i = 1, . . . , q − 1, the (i, 1) entry of F0(ΦH(z)) is |H0(z)|2 − |Hi(z)|2, and the
(i, 2) entry of F0(ΦH(z)) is (1− |H0(z)|2)2 − |Hi(z)|2|H0(z)|2, as desired.

The third through the last column of F0(ΦH(z)) behave essentially the same, and
the third column is given as

F0



−H0(z)H1(z)
1− |H1(z)|2

...

−Hq−1(z)H1(z)


 =


|H0(z)|2|H1(z)|2 − (1− |H1(z)|2)2

|H0(z)|2|H1(z)|2 − |H2(z)|2|H1(z)|2
...

|H0(z)|2|H1(z)|2 − |Hq−1(z)|2|H1(z)|2

 ,
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and the last column is given as

F0



−H0(z)Hq−1(z)

−H1(z)Hq−1(z)
...

1− |Hq−1(z)|2


 =


|H0(z)|2|Hq−1(z)|2 − |H1(z)|2|Hq−1(z)|2
|H0(z)|2|Hq−1(z)|2 − |H2(z)|2|Hq−1(z)|2

...
|H0(z)|2|Hq−1(z)|2 − (1− |Hq−1(z)|2)2

 .
Hence, for i = 1, . . . , q − 1 and j = 3, . . . , q + 1, the (i, j) entry of F0(ΦH(z)) is{

|H0(z)|2|Hi(z)|2 − (1− |Hi(z)|2)2, if j = i+ 2,
(|H0(z)|2 − |Hi(z)|2)|Hj−2(z)|2, if j 6= i+ 2,

as desired.
Lemma 2.3. Let k = 1, . . . , q−1 be fixed. For i = 1, . . . , q−k and j = 1, . . . , q+1,

the (i, j) entry of Fk(ΦH(z)) ∈Mq−k,q+1(z) isHk−1(z)Hi+k−1(z), if j = 1,
−(1− |Hj−2(z)|2)Hk−1(z)Hi+k−1(z), if j = k + 1 or j = i+ k + 1,

Hk−1(z)Hi+k−1(z)|Hj−2(z)|2, if j ≥ 2, j 6= k + 1 and j 6= i+ k + 1.

Proof. By definition, the first column of Fk(ΦH(z)) is

Fk




H0(z)
H1(z)

...
Hq−1(z)


 =


Hk−1(z)Hk(z)

Hk−1(z)Hk+1(z)
...

Hk−1(z)Hq−1(z)

 .
Hence, for i = 1, · · · , q − k, the (i, 1) entry of Fk(ΦH(z)) is Hk−1(z)Hi+k−1(z), as
desired.

For i = 1, · · · , q−k, the second to the last entry of the i-th row of Fk(ΦH(z)) is the
i-th row of Fk(I− H∗(z)H(z)), which can be obtained by multiplying the k-th row of
I−H∗(z)H(z) and the complex conjugate of (i+k)-th row of I−H∗(z)H(z) entry-wise.
Since, for j = 2, . . . , q + 1, the (j − 1)-th entry of the k-th row of I− H∗(z)H(z) is{

−Hk−1(z)Hj−2(z), if j 6= k + 1,
1− |Hj−2(z)|2, if j = k + 1,

and the (j− 1)-th entry of the complex conjugate of (i+ k)-th row of I− H∗(z)H(z) is{
−Hi+k−1(z)Hj−2(z), if j 6= i+ k + 1,
1− |Hj−2(z)|2, if j = i+ k + 1,

the (i, j − 1) entry of Fk(I− H∗(z)H(z)), or equivalently, the (i, j) entry of Fk(ΦH(z)),
is {

Hk−1(z)Hi+k−1(z)|Hj−2(z)|2, if j 6= k + 1 and j 6= i+ k + 1,

−(1− |Hj−2(z)|2)Hk−1(z)Hi+k−1(z), if j = k + 1 or j = i+ k + 1,

as desired.
Now we are ready to present our proof of Theorem 2.1.
Proof of Theorem 2.1. From Lemma 2.2, we see that, for i = 1, . . . , q−1, the i-th

row of F0(ΦH(z)) ∈Mq−1,q+1(z) has the following form:
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(i) the first entry is |H0(z)|2 − |Hi(z)|2,
(ii) the second entry is (1− |H0(z)|2)2 − |Hi(z)|2|H0(z)|2,
(iii) the j-th entry, for j = 3, . . . , q + 1, is{

|H0(z)|2|Hi(z)|2 − (1− |Hi(z)|2)2, if j = i+ 2,
(|H0(z)|2 − |Hi(z)|2)|Hj−2(z)|2, if j 6= i+ 2.

Let k = 1, . . . , q − 1 be fixed. From Lemma 2.3, we see that, for i = 1, . . . , q − k, the
i-th row of Fk(ΦH(z)) ∈Mq−k,q+1(z) has the following form:

(i) the first entry is Hk−1(z)Hi+k−1(z),
(ii) the j-th entry, for j = 2, . . . , q + 1, is{

−(1− |Hj−2(z)|2)Hk−1(z)Hi+k−1(z), if j = k + 1 or j = i+ k + 1,

Hk−1(z)Hi+k−1(z)|Hj−2(z)|2, if j 6= k + 1 and j 6= i+ k + 1.

Thus, we have, for each k = 0, 1, . . . , q − 1,

Fk(ΦH(z))


2− H∗(z)H(z)

1
...
1

 = 0,

where the case k = 0 is due to the observation from Lemma 2.2, while the case k 6= 0
follows from Lemma 2.3. Hence, the Laurent polynomials b0(z) = 2 − H∗(z)H(z),
b1(z) = · · · = bq(z) = 1 satisfy (2.4). Noting that they satisfy the other condition
(2.3) as well, we conclude that b0(z) = 2− H∗(z)H(z), b1(z) = · · · = bq(z) = 1 satisfy
(2.2) as desired.

Although Theorem 2.1 provides a sufficient condition for the diagonal matrix B(z)
to satisfy the identity in (2.1), it is easy to see that it is not necessary. For example,
consider the case where H(z) = [0, 1]T , and

ΦH(z) =

[
0 1 0
1 0 0

]
.

We notice that if we take B(z) = diag ([1, 1, 0]), then we get the desired property,
ΦH(z)B(z)Φ∗H(z) = I, but this B(z) is not of the form in Theorem 2.1. We also notice
that the LP2 matrix ΦH(z) in this case is actually paraunitary, hence another possible
choice for B(z) is I = diag ([1, 1, 1]), which is of the form in Theorem 2.1. In fact,
any B(z) of the form B(z) = diag ([1, 1, c]), c ∈ R, satisfies ΦH(z)B(z)Φ∗H(z) = I for
this example.

The next result offers conditions on H(z) under which the diagonal matrix B(z)
is unique, and hence has the form given in Theorem 2.1.

Theorem 2.4. Let H(z) = [H0(z), H1(z), . . . ,Hq−1(z)]T ∈ Mq(z), and let ΦH(z)
be the associated LP2 matrix. Suppose that B(z) ∈M(q+1)×(q+1)(z) is diagonal satis-
fying ΦH(z)B(z)Φ∗H(z) = I. Then B(z) = diag([2−H∗(z)H(z), 1, . . . , 1]) for z ∈ Tn\SH,
where the set SH ⊂ Tn is defined as

SH := {z ∈ Tn : H0(z)H1(z) = 0 or 1− |H0(z)|2 − |H1(z)|2 = 0}

if q = 2, and as

SH := {z ∈ Tn : Hk−1(z)Hi+k−1(z) = 0, for some k = 1, . . . , q − 1, i = 1, . . . , q − k}
6



if q ≥ 3.
The proof of Theorem 2.4 is based on the following lemma, which computes

essentially the rank of the matrix F (ΦH(z)) using the underlying structure of ΦH(z).
Lemma 2.5. Let H(z) = [H0(z), H1(z), . . . ,Hq−1(z)]T ∈Mq(z), and let ΦH(z) be

the associated LP2 matrix. Let

F̃ (ΦH(z)) :=

 F1(ΦH(z))
...

Fq−1(ΦH(z))

 ∈M(q−1)q/2,q+1(z).

Then, F̃ (ΦH(z)) can be factored into D(z)A(z)U(z) where
(i) D(z) = D1(z)⊕ . . .⊕Dq−1(z) ∈M(q−1)q/2,(q−1)q/2(z) is a diagonal matrix such

that Dk(z) = diag([Hk−1(z)Hk(z), . . . ,Hk−1(z)Hq−1(z)]) ∈ Mq−k,q−k(z), for
k = 1, . . . , q − 1.

(ii) A(z) := A ∈M(q−1)q/2,q+1(z) is a scalar matrix (i.e. independent of the variable
z) of the form

A =

 A1

...
Aq−1


with Ak ∈ Mq−k,q+1(z), k = 1, . . . , q − 1, being the scalar matrices whose (i, j)
entry, for i = 1, . . . , q − k and j = 1, . . . , q + 1, is{

1, if j = 1 or j = k + 1 or j = i+ k + 1,
0, if j ≥ 2 and j 6= k + 1 and j 6= i+ k + 1.

(iii) U(z) ∈Mq+1,q+1(z) is an upper triangular matrix of the form
1 |H0(z)|2 |H1(z)|2 . . . |Hq−1(z)|2
0 −1 0 0 0
0 0 −1 0 0

0 0 0
. . . 0

0 0 0 0 −1


Furthermore, for z ∈ Tn\SH, the rank of F̃ (ΦH(z)) is 1 if q = 2, and q if q ≥ 3.

Proof. Let k = 1, . . . , q − 1 be fixed. From Lemma 2.3, we see that, for i =
1, . . . , q − k, the i-th row of Fk(ΦH(z)) ∈Mq−k,q+1(z) has the following form:

(i) the first entry is Hk−1(z)Hi+k−1(z),
(ii) the j-th entry, for j = 2, . . . , q + 1, is{

−(1− |Hj−2(z)|2)Hk−1(z)Hi+k−1(z), if j = k + 1 or j = i+ k + 1,

Hk−1(z)Hi+k−1(z)|Hj−2(z)|2, if j 6= k + 1 and j 6= i+ k + 1.

Thus, the i-th row of Fk(ΦH(z)) has a common factor Hk−1(z)Hi+k−1(z), and after
factoring this term out, the first entry of the remaining row vector is 1, and the j-th
entry, for j = 2, . . . , q + 1, is{

|Hj−2(z)|2 − 1, if j = k + 1 or j = i+ k + 1,
|Hj−2(z)|2, if j 6= k + 1 and j 6= i+ k + 1.
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Let Rk(z) ∈ Mq−k,q+1(z) be the matrix whose i-th row is this row vector. Thus the
above argument gives the factorization Fk(ΦH(z)) = Dk(z)Rk(z). Since this holds

true for any fixed k = 1, . . . , q − 1, we see that F̃ (ΦH(z)) = D(z)R(z) where

R(z) :=

 R1(z)
...

Rq−1(z)

 ∈M(q−1)q/2,q+1(z).

Since it is easy to see R(z) = A(z)U(z), we get F̃ (ΦH(z)) = D(z)A(z)U(z) as desired.

It is clear that, when z ∈ Tn\SH, the rank of F̃ (ΦH(z)) is equal to the rank of
A(z) = A, which we now compute. Since A = [1, 1, 1]T for q = 2, its rank is 1. We
next show that A has rank q, for every q ≥ 3. We note that the first column of A is the
vector of all 1’s, and the sum of the other columns of A is twice its first column, i.e.

the vector of all 2’s. Let Ã be the q(q−1)
2 ×q submatrix of A obtained by removing the

first column of A. Then rankA = rank Ã, hence it suffices to show that rank Ã = q.

Since q(q−1)
2 ≥ q for q ≥ 3, we have rank Ã ≤ q. For the other direction, let

v1, . . . , vq be the columns of Ã. Then it is easy to see that the first q − 1 rows of

[v2, . . . , vq] is Iq−1, the (q−1)× (q−1) identity matrix. Hence, rank Ã ≥ rank Iq−1 =

q−1, and v2, . . . , vq are linearly independent. Now, in order to show that rank Ã = q,
it suffices to show that v1 cannot be written as a linear combination of v2, . . . , vq.
Suppose not, i.e. suppose that there exist scalar values c2, . . . , cq such that v1 =
c2v2+. . .+cqvq. Then, since v1’s first q−1 entries are all one, using the observation that
the first q−1 rows of the matrix [v2, . . . , vq] is Iq−1 again, we see that c2 = . . . = cq = 1.
But this leads to the contradiction, since the q-th entry of c2v2+. . .+cqvq = v2+. . .+vq
is two, whereas the q-th entry of v1 is zero. Therefore, we conclude that v1 cannot be
spanned by the vectors v2, . . . , vq, which in turn implies that rank Ã = q, as desired.

We now present our proof of Theorem 2.4.

Proof of Theorem 2.4.

(Case I: When q = 2). Suppose that ΦH(z)diag[b0(z), b1(z), b2(z)]Φ∗H(z) = I, and
that z ∈ Tn\SH, i.e. z satisfies H0(z)H1(z) 6= 0 and 1−|H0(z)|2−|H1(z)|2 6= 0. Then,
b0(z), b1(z), b2(z) satisfy (2.3) and (2.4) with q = 2. Since F (ΦH(z)), in this case, is[

|H0|2 − |H1|2 (1− |H0|2)2 − |H1|2|H0|2 |H0|2|H1|2 − (1− |H1|2)2

H0H1 H0H1(|H0|2 − 1) H0H1(|H1|2 − 1)

]
,

using the elementary row operations, F (ΦH(z)) can be decomposed into[
0 1
1 0

] [
H0H1 0

0 1

] [
1 0

|H0|2 − |H1|2 1

]
[

1 0
0 1− |H0|2 − |H1|2

] [
1 −(1− |H0|2)
0 1

] [
1 0 −(2− |H0|2 − |H1|2)
0 1 −1

]
,

where the variable z is suppressed for a moment for simplicity. Since z ∈ Tn\SH, the
matrix F (ΦH(z)) is row equivalent to the matrix[

1 0 −(2− |H0(z)|2 − |H1(z)|2)
0 1 −1

]
,
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and from (2.4) (for q := 2), we obtain

b0(z) = (2− |H0(z)|2 − |H1(z)|2)b2(z) = (2− H∗(z)H(z))b2(z), b1(z) = b2(z).

In order for b0(z), b1(z), b2(z) to satisfy (2.3) (for q := 2) as well, b2(z) has to be 1,
hence we get

b0(z) = 2− H∗(z)H(z), b1(z) = b2(z) = 1, for z ∈ Tn\SH

as desired for the case q = 2.
(Case II: When q ≥ 3). Suppose that ΦH(z)diag[b0(z), b1(z), . . . , bq(z)]Φ

∗
H(z) = I

and that z ∈ Tn\SH, i.e. z satisfies Hk−1(z)Hi+k−1(z) 6= 0, for all k = 1, . . . , q−1 and

i = 1, . . . , q − k. Then we have rankF (ΦH(z)) ≥ rank F̃ (ΦH(z)) = q from Lemma 2.5.
Since we know from Theorem 2.1 that

b0(z) = 2− H∗(z)H(z), b1(z) = · · · = bq(z) = 1(2.5)

is a solution to F (ΦH(z))[b0(z), b1(z), . . . , bq(z)]
T = 0, we see that dim(kerF (ΦH(z))) ≥

1. Thus, we have q ≤ rankF (ΦH(z)) = q + 1 − dim(kerF (ΦH(z))) ≤ q, hence
rankF (ΦH(z)) = q. This means that, for each fixed z ∈ Tn\SH, there is no other solu-
tion to F (ΦH(z))[b0(z), b1(z), . . . , bq(z)]

T = 0 than the constant multiples of the one in
(2.5). In order for b0(z), b1(z), . . . , bq(z) to satisfy (2.3) as well, the constant multiple
has to be 1, hence the only solution to ΦH(z)diag[b0(z), b1(z), . . . , bq(z)]Φ

∗
H(z) = I is

the one given in (2.5) for z ∈ Tn\SH, as desired.
Note that the set SH ⊂ Tn could be the empty set or the entire set Tn. For

example, if H(z) = [0, 1]T then SH = T and, as such, B(z) does not have to take the
form as in Theorem 2.1. On the other hand, if H(z) = [0.5, 0.5]T then SH = ∅ and so
B(z) is uniquely determined as the one given in Theorem 2.1.

3. New Construction of Tight Wavelet Frames. We now use the results
of the previous section to provide a new method for constructing tight wavelet filter
banks for any spatial dimension and for any dilation (or sampling) matrix. Even
though many methods for constructing wavelets have been developed, methods for
constructing wavelets in this generality have been scarce at best. But first, we present
a brief review on wavelets, wavelet filter banks and their polyphase representations.
More details can be found, for example, in [13,17,25].

Let Λ be an n × n integer sampling or dilation matrix, and let q := |det Λ| ≥ 2.
We use Γ (resp. Γ∗) to denote a complete set of representatives of the distinct cosets
of the quotient group Zn/ΛZn (resp. 2π(((Λ∗)−1Zn)/Zn)) containing 0. Then the
cardinality of Γ (resp. Γ∗) is q. We denote the elements of Γ by ν0 := 0, ν1, . . . , νq−1.

In the sequel we consider only FIR filters. A filter h : Zn → R is called lowpass
if
∑
k∈Zn h(k) =

√
q, and highpass if

∑
k∈Zn h(k) = 0. The z-transform of a filter h

is defined as H(z) :=
∑
k∈Zn h(k)z−k. A Laurent polynomial column vector H(z) ∈

Mq(z) is called the (synthesis) polyphase representation of a filter h if

H(z) = [Hν0(z), Hν1(z), . . . ,Hνq−1
(z)]T ,

where Hν(z) is the z-transform of the filter hν defined as hν(k) = h(Λk+ ν), k ∈ Zn.
Then we have H(z) =

∑
ν∈Γ z

−νHν(zΛ). A Laurent polynomial row vector can be
associated with the analysis polyphase representation of a filter in a similar fashion.
Since

∑
ν∈ΓHν(1) = H(1) =

∑
k∈Zn h(k), where 1 = [1, . . . , 1]T ∈ Rq is the vector of

1’s, H(1) can be used to determine whether h is lowpass or highpass.
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For a lowpass filter h, the associated refinement mask τ is defined as τ(ω) :=
1√
q

∑
k∈Zn h(k)e−ik·ω. Then τ is a Laurent trigonometric polynomial, τ(0) = 1, and

τ(ω) =
1
√
q
H(eiω) =

1
√
q

∑
ν∈Γ

e−iν·ωHν(eiΛ
∗ω), ω ∈ [−π, π]n.(3.1)

A refinement mask τ (or the associated filter h, or the polyphase representation H(z))
satisfies the accuracy conditions of order N ∈ N0 if

τ has a zero of order N at each γ ∈ Γ∗\0.(3.2)

It has positive accuracy if it satisfies the accuracy conditions of order at least one.
Thus the lowpass filter h has positive accuracy if and only if Hν(1) = 1/

√
q, ν ∈ Γ.

A function φ ∈ L2(Rn) is called refinable if φ̂(Λ∗·) = τ φ̂, where, for f ∈ L1(Rn)∩
L2(Rn), f̂(ω) :=

∫
Rn f(y)e−iy·ωdy. Since, for a given refinement mask τ , there ex-

ists a unique compactly supported distribution φ satisfying this refinability condition,
subject to the condition φ̂(0) = 1 [5], we assume that φ̂(0) = 1. The order of ac-
curacy conditions of τ is equivalent to the Strang-Fix (SF) order of the associated
refinable function φ if φ is a stable L2(Rn)-function. A compactly supported func-

tion φ ∈ L2(Rn) is stable if φ̂ does not have a 2π-periodic zero in Rn. Refinement
masks/refinable functions play an important role in wavelet construction under the
Multiresolution analysis setting [23].

3.1. New methodology for constructing tight wavelet filter banks. Let
h be a lowpass filter with positive accuracy, and let H(z) ∈ Mq(z) be its polyphase
representation. Suppose that there exists a Laurent polynomial mH(z) such that
2− H∗(z)H(z) = |mH(z)|2. Then, by Theorem 2.1 we see that

ΦH(z)diag([mH(z), 1, . . . , 1]) =
[
mH(z)H(z) I− H(z)H∗(z)

]
is paraunitary, i.e. ΦH(z) is scalable (cf. Section 1).

As discussed in Section 1, the LP2 matrix ΦH(z) is paraunitary if and only if
H∗(z)H(z) = 1, ∀z ∈ Tn. Therefore, when ΦH(z) itself is not paraunitary, scaling it as
above can result in transforming a non-paraunitary matrix ΦH(z) into a paraunitary
matrix ΦH(z)diag([mH(z), 1, . . . , 1]). In fact, such a scaling is special in the sense that
it modifies only the first column of ΦH(z), from H(z) to mH(z)H(z), while keeping all
the other columns intact.

A key assumption in the above approach is the existence of a Laurent polynomial
mH(z) such that 2− H∗(z)H(z) = |mH(z)|2. For such a factorization to exist, it is nec-
essary that 2−H∗(z)H(z) ≥ 0, for all z ∈ Tn. Since H∗(z)H(z) =

∑
ν∈Γ |Hν(z)|2, where

H(z) = [Hν0(z), Hν1(z), . . . ,Hνq−1
(z)]T , in order to check the condition H∗(z)H(z) ≤

2,∀z ∈ Tn, it suffices to bound Hν(z) for each ν ∈ Γ. In some cases, it might be easier
to deduce this from τ (cf. Example 2 in Section 3.3), as illustrated by the following
result.

Lemma 3.1. H∗(eiΛ
∗ω)H(eiΛ

∗ω) =
∑
γ∈Γ∗ |τ(ω + γ)|2, for all ω ∈ [−π, π]n.

Proof. It is easy to observe that, for all ν ∈ Γ and for all ω ∈ [−π, π]n, Hν(eiΛ
∗ω) =

1
q

∑
γ∈Γ∗ e

i(ω+γ)·νH(ei(ω+γ)). Together with H∗(z)H(z) =
∑
ν∈Γ |Hν(z)|2, we obtain

the desired identity

H∗(eiΛ
∗ω)H(eiΛ

∗ω) =
∑
ν∈Γ

|Hν(eiΛ
∗ω)|2

10



=
∑
ν∈Γ

1

q

∑
γ∈Γ∗

ei(ω+γ)·νH(ei(ω+γ))

1

q

∑
γ̃∈Γ∗

e−i(ω+γ̃)·νH(ei(ω+γ̃))


=
∑
ν∈Γ

1

q2

∑
γ∈Γ∗

∑
γ̃∈Γ∗

ei(γ−γ̃)·νH(ei(ω+γ))H(ei(ω+γ̃))

=
1

q2

∑
γ∈Γ∗

∑
γ̃∈Γ∗

(∑
ν∈Γ

ei(γ−γ̃)·ν

)
H(ei(ω+γ))H(ei(ω+γ̃)) =

∑
γ∈Γ∗

|τ(ω + γ)|2,

where the relation between τ(ω) and H(eiω) (cf. (3.1)) and the following identity∑
ν∈Γ

(eiγ)ν =

{
q, if γ = 0,
0, if γ ∈ Γ∗\{0},

are used for the last equality.
The factorization of 2 − H∗(z)H(z) can be dealt with ease for 1-D case by using

the well-known Fejér-Riesz lemma.
Lemma 3.2 (Fejér-Riesz Lemma, [14,24]). Suppose P (z) =

∑r
k=−r p(k)z−k ≥ 0,

for all z ∈ T. Then there exists a 1-D Laurent polynomial Q(z) =
∑r
k=0 q(k)z−k such

that P (z) = |Q(z)|2,∀z ∈ T.
Using this result, we obtain the following new method for constructing 1-D tight

wavelet filter banks.
Theorem 3.3. Let h be a 1-D lowpass filter with positive accuracy and dilation

λ ≥ 2, and let H(z) be its polyphase representation. Suppose 2−H∗(z)H(z) > 0, ∀z ∈ T.
Then there is a polynomial mH(z) such that [mH(z)H(z), I− H(z)H∗(z)] gives rise to a

tight wavelet filter bank whose lowpass filter h̃ is associated with mH(z)H(z) and has
the same accuracy as h. Furthermore, if the support of h is contained in {0, 1, . . . , s},
then the support of h̃ is contained in {0, 1, . . . , 2s}.

Proof. Since 2−H∗(z)H(z) > 0,∀z ∈ T, by Lemma 3.2, there exists an mH(z) such
that 2−H∗(z)H(z) = |mH(z)|2, ∀z ∈ T. Thus, [mH(z)H(z), I−H(z)H∗(z)] is paraunitary,
i.e. it gives rise to a tight filter bank. Furthermore, observe that the sum of the j-th
column of I− H(z)H∗(z) evaluated at z = 1 is equal to

1−

(∑
ν∈Γ

Hν(1)

)
Hνj−1(1).(3.3)

Using the fact that h is lowpass with positive accuracy, which implies
∑
ν∈ΓHν(1) =√

λ and Hνj−1(1) = 1/
√
λ, we get that the number in (3.3) is equal to zero for each

j = 1, . . . , λ, which means that the filters associated with the columns of I−H(z)H∗(z)
are all highpass. Hence our tight filter bank is actually a wavelet tight filter bank.

Let τ and τ̃ be the refinement masks associated with H(z) and mH(z)H(z), respec-
tively. Then (3.1) implies

τ̃(ω) =
1√
λ

∑
ν∈Γ

e−iω·νmH(e
iλω)Hν(eiλω) = mH(e

iλω)τ(ω).

Since 2− H∗(eiλω)H(eiλω) = |mH(e
iλω)|2 > 0, ∀ω ∈ [−π, π], we see that mH(e

iλ·) does
not vanish on [−π, π]. Therefore, τ and τ̃ have exactly the same accuracy (cf. (3.2)).

To prove the result about the support of filters, we note that, since τ(ω) =
1√
λ

∑s
k=0 h(k)e−ikω, from Lemma 3.1, 2−H∗(eiλω)H(eiλω) =

∑s
k=−s a(k)e−ikω. Hence,
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by Lemma 3.2, we see that the Laurent polynomial mH(z) with |mH(z)|2 = 2 −
H∗(z)H(z) can be chosen so that mH(e

iλω) =
∑s
k=0 b(k)e−ikω. Therefore, the sup-

port of h̃ associated with mH(e
iλω)τ(ω) is contained in {0, 1, . . . , 2s}, as desired.

For the multi-D case, factoring 2 − H∗(z)H(z) into |mH(z)|2 for some Laurent
polynomial mH(z) is a nontrivial problem, which we hope to address in the future.
However, once such an mH(z) exists, by using similar arguments as in the proof of
Theorem 3.3 (thus we omit the proof for multi-D case), we obtain the following result.

Theorem 3.4. Let h be an n-D, n ≥ 2, lowpass filter with positive accuracy, and
let H(z) be its polyphase representation. Suppose that 2− H∗(z)H(z) > 0,∀z ∈ Tn and
that there exists a Laurent polynomial mH(z) such that 2− H∗(z)H(z) = |mH(z)|2,∀z ∈
Tn. Then [mH(z)H(z), I − H(z)H∗(z)] gives rise to a tight wavelet filter bank whose
lowpass filter is associated with mH(z)H(z) and has the same accuracy as h.

3.2. New tight wavelet frames for L2(R). A tight wavelet frame for L2(Rn)
is a generalization of the orthonormal wavelet basis for L2(Rn), and is developed out
of an effort to overcome some of the limitations of the orthonormal wavelet bases. The
theory, algorithms, and applications of tight wavelet frames are extensively studied
in the literature (for example, see [6, 10] and references therein). Constructing tight
wavelet frames from tight wavelet filter banks is an important issue but is often not
so straightforward.

In this section we consider the univariate case (n = 1), and present a method for
obtaining tight wavelet frames for L2(R) from our 1-D tight wavelet filter banks in the
previous subsection. In particular, if we know that the refinable function associated
with the new lowpass filter h̃ defined in Theorem 3.3 is square integrable over R, then
the associated filter bank gives rise to a tight wavelet frame.

Corollary 3.5. Let φ ∈ L2(R) be a stable refinable function with positive SF
order and dilation λ ≥ 2, and let H(z) be the associated polyphase representation.
Suppose that 2 − H∗(z)H(z) > 0, ∀z ∈ T, and that the compactly supported refinable

distribution φ̃ associated with mH(z)H(z), where |mH(z)|2 = 2−H∗(z)H(z), is in L2(R).
Then [mH(z)H(z), I − H(z)H∗(z)] gives rise to a tight wavelet frame, with a stable re-

finable function φ̃ having the same SF order as φ. Furthermore, if the support of φ is
contained in [0, r] with r ∈ N, then the support of φ̃ is contained in [0, 2r].

Proof. From the assumptions that φ̃ is an L2(R)-function, φ is a stable L2(R)-
function with positive SF order and with dilation factor λ ≥ 2, and that mH(e

iλ·) does

not vanish on [−π, π], we see that φ̃ is stable and has the same SF order as φ.
By Theorem 3.3, we see that [mH(z)H(z), I−H(z)H∗(z)] gives rise to a tight wavelet

filter bank whose lowpass filter is h̃ , where h̃ is associated with φ̃. Since φ̃ is an L2(R)-
function, this tight wavelet filter bank gives rise to a tight wavelet frame for L2(R).

Since the assumption that the support of φ is contained in [0, r] implies that
the support of its associated lowpass filter h is contained in {0, 1, . . . , (λ − 1)r}, by

Theorem 3.3, we see that the support of h̃ is contained in {0, 1, . . . , 2(λ− 1)r}, which

in turn gives that the support of φ̃ is contained in [0, 2r], which finishes the proof.
One can always assume that the refinable function φ is “good” enough, so that

the assumptions on φ are satisfied. On the other hand, whether φ̃ is in L2(R) or not

may not be easily verifiable. In the examples below, we check that φ̃ ∈ L2(R) by
appealing to a general result proved in [20, Proposition 4.5]. The original result was
stated for λ = 2 case and it can be extended to more general case for λ ≥ 2 without
much difficulty by following the original arguments closely, hence its proof is omitted.
In the statement we use the smoothness class Rα, α > 0, which is very similar to the
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class of functions with Hölder exponent α. We refer the aforementioned paper for the
exact definition of this smoothness class.

Theorem 3.6 (Proposition 4.5 in [20]). Let λ ≥ 2 be an integer. Let φ ∈ L2(R)
be a refinable function associated with refinement mask τ and with dilation λ, and let
φ̃ be the compactly supported refinable distribution associated with the new refinement
mask τ̃ = ξ(λ·)τ and with dilation λ. Define, for each j ∈ Z and ε > 0,

Ωj,ε := {ω+iθ ∈ C : ω ∈ Ωj , |θ| < ε}, where Ωj := {ω ∈ R : λjK ≤ |ω| ≤ λj+1K},

with K some positive number. Let

β := − inf
ε>0

lim sup
j→∞

logλ ‖φ̂‖L∞(Ωj,ε)

j
.

If α := β − logλ ‖ξ‖L∞([−π,π]) − 1 > 0, then φ̃ ∈ Rα. In particular, φ̃ ∈ L2(R).

3.3. Examples and concluding remark. We now illustrate our results through
some examples.
Example 1 (1-D dyadic wavelet frames generated from Deslauriers-Dubuc
functions): Let λ = 2, and let φ ∈ L2(R) be the Deslauriers-Dubuc (DD) interpo-
latory refinable function of order 2k, supported on [0, 4k − 2], for k ∈ N [11]. Then,
φ is stable with SF order 2k, and with the choice of Γ = {0, 1} and Γ∗ = {0, π}, the
associated z-transform and refinement mask are given as, respectively,

H(z) =
√

2z−2k+1

(
1

4
(z + 2 + z−1)

)k
Pk

(
−1

4
(z − 2 + z−1)

)
, z ∈ T,

τ(ω) = e−(2k−1)iω cos2k(
ω

2
)Pk(sin2(

ω

2
)), ω ∈ [−π, π],

where

Pk(x) =

k−1∑
j=0

(k − 1 + j)!

j!(k − 1)!
xj ,

and the components of the polyphase representation H(z) = [H0(z), H1(z)]T satisfy

H1(z) =
1√
2
z−k+1, H0(z2) = H(z)− 1√

2
z−2k+1.

Since z2k−1H(z)+z2k−1H(z) =
√

2, z2k−1H(z) ≥ 0, and z2k−1H(z) ≥ 0, ∀z ∈ T,
we see 0 ≤ z2k−1H(z) ≤

√
2, and

∣∣H0(z2)
∣∣ =

∣∣z2k−1H(z)− 1/
√

2
∣∣ ≤ 1/

√
2, which in

turn implies |H0(z)| ≤ 1/
√

2, ∀z ∈ T. Combining this with |H1(z)| = 1/
√

2, we have

2− H∗(z)H(z) = 2− |H0(z)|2 − |H1(z)|2 =
3

2
− |H0(z)|2 ≥ 1 > 0, ∀z ∈ T.(3.4)

Let mH(z) be the Laurent polynomial satisfying |mH(z)|2 = 2 − H∗(z)H(z), whose

existence is guaranteed by Lemma 3.2. Let φ̃ be the compactly supported refinable
distribution associated with τ̃ = mH(e

i2·)τ . For the DD refinable function φ of order
2k, the parameter β in Theorem 3.6 satisfies (see, for example, [9, 20])

β ≥ 2k − log2 Pk(3/4) ≥ k(2− log2 3) + log2 3.
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Fig. 3.1. The original (φ, left) and the new (φ̃, right) refinable functions of Example 1 for k = 1.

Since |mH(e
iω)| =

√
2− H∗(eiω)H(eiω) ≤

√
6/2, ∀ω ∈ [−π, π], we see that

α = β − log2 ‖mH(e
i·)‖L∞[−π,π] − 1

≥ 2k − log2 Pk(3/4)− log2

√
6 ≥ k(2− log2 3) +

1

2
(log2 3− 1) > 0.

and, by Theorem 3.6, φ̃ is in L2(R), for each k ∈ N. Hence by Corollary 3.5 we obtain

a tight wavelet frame whose refinable function φ̃, where φ̃ is stable with SF order 2k
and its support is contained in the interval [0, 8k − 4].

When k = 1, the refinement mask is τ(ω) = e−iω cos2(ω/2) = (1+2e−iω+e−2iω)/4
and the corresponding DD refinable function is the hat function:

φ(x) =

{
x, if 0 ≤ x ≤ 1,
2− x, if 1 ≤ x ≤ 2,
0, otherwise.

(3.5)

After applying our method as suggested above, we get the new refinement mask

τ̃(ω) = e−iω cos2(ω/2)

(
2 +
√

6

4
+

2−
√

6

4
e−2iω

)

=
2 +
√

6

16
+

2 +
√

6

8
e−iω +

1

4
e−2iω +

2−
√

6

8
e−3iω +

2−
√

6

16
e−4iω.

The new refinable function φ̃ associated with τ̃ is depicted in Fig. 3.1, together with
the original refinable function φ.
Example 2 (1-D dyadic wavelet frames generated from the B-splines): Still
taking λ = 2, Γ = {0, 1}, and Γ∗ = {0, π}, we let φ ∈ L2(R) be the B-spline of order
k, supported on [0, k], k ∈ N, whose associated refinement mask is

τ(ω) =

(
1 + e−iω

2

)k
, ω ∈ [−π, π].

It is well known that φ is stable with SF order k.
Since

|τ(ω)|2 + |τ(ω + π)|2 = cos2k
(ω

2

)
+ sin2k

(ω
2

)
≤
(

cos2
(ω

2

)
+ sin2

(ω
2

))k
= 1 < 2,
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Fig. 3.2. The original (φ, left) and the new (φ̃, right) refinable functions of Example 2 for k = 3.

by invoking Lemma 3.1, we see that 2 − H∗(z)H(z) > 0, ∀z ∈ T, is satisfied, for each
k ∈ N, where H(z) is the associated polyphase representation.

For the rest of this example, we assume that k ≥ 3, since, when k = 1, φ is the
Haar refinable function which does not need any scaling to produce a tight wavelet
frame, and when k = 2, φ is the hat function that we discussed already in Example 1.

Let φ̃ be the refinable distribution associated with the new refinement mask
τ̃(ω) = mH(e

i2ω)τ(ω), where |mH(z)|2 = 2 − H∗(z)H(z), ∀z ∈ T. For the B-spline
refinable function φ of order k, it is easy to see that the parameter β in Theorem 3.6
satisfies β ≥ k. By combining this with ‖mH(e

i·)‖L∞[−π,π] ≤
√

2, we get that, by

Theorem 3.6, the refinable distribution φ̃ ∈ Rk−1.5. In particular, φ̃ is in L2(R), for
each k ≥ 3. Thus, by Corollary 3.5, we see that [mH(z)H(z), I − H(z)H∗(z)] gives rise

to a tight wavelet frame, whose refinable function φ̃ is stable with SF order k, and
with its support contained in [0, 2k].

When k = 3, τ(ω) = (1 + e−iω)3/8 = (1 + 3e−iω + 3e−2iω + e−3iω)/8 and the
corresponding refinable function φ is the cubic B-spline supported on [0, 3]. Our
scaling process produces the new refinement mask

τ̃(ω) =
1 + 3e−iω + 3e−2iω + e−3iω

8

(
2 +
√

7

4
+

2−
√

7

4
e−2iω

)

=
2 +
√

7

32
+

6 + 3
√

7

32
e−iω +

8 + 2
√

7

32
e−2iω

+
8− 2

√
7

32
e−3iω +

6− 3
√

7

32
e−4iω +

2−
√

7

32
e−5iω

and the corresponding refinable function φ̃ is depicted in Fig. 3.2, together with the
original refinable function φ.

Example 3 (1-D non-dyadic wavelet frames generated from the hat func-
tion): Let us now consider non-dyadic dilations, i.e. λ ≥ 3. We let φ ∈ L2(R) be
the hat function in (3.5), which we considered in Example 1 for the dyadic case, i.e.
λ = 2. We know that φ is stable with SF order 2 and is supported on [0, 2]. Let λ ≥ 3
be the 1-D non-dyadic integer dilation factor. We take Γ = {0, 1, . . . , λ − 1}, and

Γ∗ = {0, 1
λ2π, . . . , (λ−1)

λ 2π}. Let τ be the associated refinement mask with dilation
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Fig. 3.3. The new refinable function φ̃ of Example 3 for λ = 3.

λ. Then τ is given as, ∀ω ∈ [−π, π],

τ(ω) =
1

λ2
e−i(λ−1)ω

(
ei(λ−1)ω + 2ei(λ−2)ω + · · ·+ (λ− 1)eiω + λ

+(λ− 1)e−iω + · · ·+ 2e−i(λ−2)ω + e−i(λ−1)ω
)
.

Since
∑
γ∈Γ∗ e

i(λ−1)(ω+γ)τ(ω + γ) = 1 and 0 ≤ ei(λ−1)ωτ(ω) ≤ 1, for all ω ∈
[−π, π], we have that |τ(ω+γ)|2 ≤ ei(λ−1)(ω+γ)τ(ω+γ), ∀ω ∈ [−π, π], ∀γ ∈ Γ∗. From
this and Lemma 3.1, the polyphase representation H(z) satisfies, for ω ∈ [−π, π],

H∗(eiλω)H(eiλω) =
∑
γ∈Γ∗

|τ(ω + γ)|2 ≤
∑
γ∈Γ∗

ei(λ−1)(ω+γ)τ(ω + γ) = 1 < 2.

Thus, by Lemma 3.2, there exists a Laurent polynomial mH(z) satisfying |mH(z)|2 =

2 − H∗(z)H(z). Let φ̃ be the compactly supported refinable distribution associated
with τ̃(ω) = mH(e

iλω)τ(ω). Using the facts that the last component of the polyphase

representation H(z) is Hλ−1(z) = 1√
λ

which implies that |mH(e
iω)| ≤

√
2− 1

λ , ∀ω ∈
[−π, π], and that the parameter β of Theorem 3.6 in this case satisfies β ≥ 2, we have

α = β − logλ ‖mH(e
i·)‖L∞[−π,π] − 1 ≥ 1− 1

2
logλ

(
2− 1

λ

)
≥ 1− 1

2
log3

(
2− 1

3

)
> 0,

and as a result, φ̃ ∈ R1− 1
2 logλ(2− 1

λ ), for each λ ≥ 3. In particular, φ̃ ∈ L2(R), for each
λ ≥ 3. Thus, by Corollary 3.5, the tight wavelet filter bank in Theorem 3.3 gives rise
to a 1-D tight wavelet frame associated with the stable L2-function φ̃ of SF order 2.

When λ = 3, the new refinement mask is given as

τ̃(ω) =
3
√

3 +
√

43

54
√

3
+

6
√

3 + 2
√

43

54
√

3
e−iω +

9
√

3 + 3
√

43

54
√

3
e−2iω +

9
√

3 +
√

43

54
√

3
e−3iω

+
9
√

3−
√

43

54
√

3
e−4iω +

9
√

3− 3
√

43

54
√

3
e−5iω +

6
√

3− 2
√

43

54
√

3
e−6iω +

3
√

3−
√

43

54
√

3
e−7iω

and the graph of the new refinable function φ̃ is placed in Fig. 3.3. The graph of the
original refinable function φ (i.e. the hat function) that gives rise to this new refinable

function φ̃ can be found in Fig. 3.1. Although the graphs of φ̃ in Fig. 3.3 and 3.1 may
look similar, the two graphs are not the same, which can be verified by comparing
the values of φ̃ over the interval [2,3], for example.
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4. Conclusion. In conclusion, this paper extends the concept of scalability to
matrices with Laurent polynomial entries and identifies when the class of LP2 matri-
ces, are scalable (cf. Section 2). Using these results, we developed a new methodology
for constructing tight wavelet filter banks and tight wavelet frames (cf. Section 3).
We illustrated our construction method for 1-D case by appealing to the Fejér-Riesz
lemma (cf. Lemma 3.2).
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